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Russian syntax and semantics

A few decades ago I published several partial descriptions of modern
Russian (1972, 1973a, 1973b, 1974, 1980, 1986) against the background
of a theoretical framework which may be called radical structuralism and
which I never presented explicitly in a coherent way. The basic thought
behind this approach is that a sharp distinction must be made between the
axiomatic foundation of a framework, the creative liberty allowed within
the framework, and the observations which are relevant to possible
alternatives within the framework. This distinction has important
methodological implications. Statements which are logical corollaries of
the axiomatic foundation have the status of God’s own truth within the
theoretical framework whereas statements which are subject to the
researcher’s freedom of choice have the status of hocus pocus
explanations (cf. Joos 1957: 80). While one explanation can be simpler or
more economical than another, such a choice between alternatives is
impossible in the case of properties which follow logically from the
axiomatic foundation. Consequently, observations can only be relevant if
there is a choice between alternatives and will be brushed aside when
they do not fit into the theoretical framework.

Formal grammar starts from the assumption that people generate
formal structures which can be filled with (phonetic or semantic)
substance when they meet the environment. As a consequence,
observations of (phonetic or semantic) data are relevant only to the extent
that they fit into a formal structure, which itself is independent of such
observations. Principles and parameters of the formal structure can only
be established by a high priest who licenses the performance of his
followers and regulates their freedom of choice accordingly. The logical
development of such a framework is toward minimalist principles and
parameters on the one hand and procedural constraints to achieve optimal
consistency on the other. The actual linguistic data are largely irrelevant
in this approach because they have no bearing on the formal structure.

In the descriptive framework adopted here, the basic assumption is
that linguistic communication is achieved through correlating neural
maps reflecting visual and auditory aspects of the outside world (cf.
Ebeling 1978: 37, Kortlandt 2003: 242). The correlation between
phonetic signals and semantic maps implies the existence of minimal



differences on one level which are correlated with some difference on the
other. As the speech flow proceeds in time, successful communication is
accomplished by the addition of new images to the world view of the
receiver. Since unique signals cannot be interpreted, the correlation must
be established by pattern recognition. This in turn requires the existence
of units which can be recognized. It follows that there are three levels
which are inherent in linguistic communication, viz. the level of speech
signals which can be correlated with new images (the phonemic level),
the level of images which can be communicated through correlation (the
semantic level), and the level of correlated units, i.e. of linguistic signs
(the morphemic level). These are God’s own truth levels in the present
framework because they follow logically from the view of language as a
communicative system. Note that there is no room for considerations of
simplicity, economy or pattern congruity here because these presuppose a
choice between alternatives which is not allowed in a strict application of
the principle that communication is achieved through correlation of
neural maps. There is no reason to suppose that correlation proceeds in a
simple or economical fashion. In fact, the absence of simplicity and
economy can be a major nuisance in the real world.

The description of an actual linguistic system requires four other
levels of analysis because the three levels mentioned earlier are neither
open to direct observation nor subject to logical investigation.
Observation of the phonetic and semantic substance implies the existence
of a level where the speech flow is described (the phonetic level) and a
level where the outside world is described (the pragmatic level). These
levels are arbitrary in the sense that more detailed observation of the data
requires a higher level of specificity. There is no natural limit here
because it cannot be known in advance which features will be relevant to
the phonemic and semantic properties of a linguistic system. The latter
can only be approached by means of hypotheses about the correlation
between phonetic signals in the speech flow and semantic maps reflecting
the outside world. These hypotheses are subject to emendation and
rejection in favor of alternatives and therefore belong to a hocus pocus
level of explanation through logical investigation of the data. In the
framework advocated here, there are two such levels, one for the analysis
of phonetic signals which can be correlated with images of the world (the
morphonemic level) and one for the analysis of semantic maps which can
be correlated with the speech flow (the syntactic level). These are levels
where consistency, simplicity, economy and pattern congruity play a
major role while the data are simply regarded as given.

The computer synthesis of Russian verb forms in ALGOL 60 which I
published 35 years ago (1972) represents a stricter and more detailed
generative analysis of the flexional system than any alternative which has



come to my attention. It clearly belongs to the morphonemic level. In
order to elucidate the differences between the phonetic, phonemic and
morphonemic levels, I published a succinct description of Russian
phonology and morphology accompanied by phonetic, phonemic and
morphonemic transcriptions of a single text (1973a and 1974, cf. also
1973b and 1986). While I have also published detailed analyses of
specific problems in Russian (1980), Japanese (1992) and Chinese (1998)
syntax and semantics, I have never publicly discussed the generalities
involved (but cf. 1984). The reason for this is that Carl Ebeling’s
magnum opus (1978) was going to be followed by an application of his
theory to an actual text, but this plan never materialized, evidently
because the complications were prohibitive (cf. Ebeling 1984 for an
illustration of his methodology and 2006 for a further elaboration of the
theory and its application to Dutch data). It appears that his theory, which
remains the only elaborate framework geared to God’s own truth
semantics in the sense explained above, does not easily lend itself to
practical application. It is therefore time to present a less ambitious effort
to describe Russian syntax and semantics against the background outlined
here.

The main tenet of Ebeling’s theory, to which I subscribe, is that
semantic maps consist of projections of (sets of) identifiable features
carried by identifiable entities in the real world and of their interrelations.
It follows that a semantic map can be viewed as a matrix consisting of
columns of (sets of) features and rows representing entities carrying them
connected by various relations. The following examples may serve as an
illustration (cf. Ebeling 1978: 305 and Kortlandt 1980: 244f.).

(1) She likes yellow tulips.

This is the assertion (.) of a situation X in the present (—s) where an
identifiable female person (ske) is involved in an event (/ike) with a
complementary entity which is a set (—s) of elements (fulip) which are
limited by an additional quality (ye/low). In Ebeling’s notation:

¥ / PRES . ASS
she = [liking]
[liked] ; tulip — yellow / PL

The same features carried by the same entities but connected through
different relations are found in the following:

(2) She likes tulips yellow.



Here the limiting quality refers to the object of [liking], which has a
temporal dimension, rather than to the complementary entity itself:

¥ / PRES . ASS
she = [liking]
[liked] , yellow ; tulip / PL

with “temporal gradation” (,) replacing “oriented limitation” (-) because
the quality of being yellow conditions the event of liking rather than its
carrier. The Russian translation of (2) is the following:

(3) Ona ljubit tjul ‘pany zeltye.

The analysis of this sentence is the same as that of its English equivalent
except for the fact that the ending —ye of Zeltye is not accounted for. This
is important because there is an alternative:

(4) Ona ljubit tjul ‘pany Zeltymi.

Here the substitution of the instrumental Zeltymi for the accusative Zeltye
gives the impression that the tulips have been painted. The appropriate
analysis of this sentence is the following:

¥ / PRES . ASS
she = [liking]
[liked] ; tulip ~ yellow / PL

with “temporal limitation” (~) expressing that the tulips being yellow
must be contrasted with a situation where they were not yellow. A natural
example of this interpretation is the following, referring to trees which
change their color according to the seasons:

(5) Ona ljubit derev ja zeltymi. “She likes the trees yellow.”

It is clear that Russian offers more possibilities than English here because
it has a richer morphology.

A reduction of Ebeling’s system of God’s own truth semantics to a
generative system of hocus pocus syntactic rules requires a different
formalism than the usual type of generative grammar (cf. Ebeling 1978:
502f., Kortlandt 1984: 184). There are two reasons for this. First,
Ebeling’s semantic maps reflect not only meaningful (sets of) features but
also meaningful relations between (sets of) features. Second, his (sets of)
features are distributed over different carriers. As a result, the usual



bifurcations are replaced by more complex configurations. Consider the
following example:

S — NP VP
VP — V NP

In Ebeling’s framework, the relations between subject and predicate
(“nexus”) and between verb and object (“complementation”) are
meaningful themselves, so that these rules must be replaced by rules of
the type

C -ARB

where the relation R has its own semantic contribution to the meaning C,
in addition to the (sets of) features A and B. Moreover, features are split
into “valences” when they are distributed over different entities, which
requires rules of the type

P — [Q]
[Q] 5 A

where A fills the complementary valence of P. Thus, we arrive at a
system which looks as follows:

2 — 2
SUBJ = PRED

)y — X / CIRC
= PRED = PRED

PRED — [V|]
[V,] ; OBJ

and so forth. The complexity of this system is a direct consequence of the
requirement that the distribution of (sets of) features over their carriers be
reflected in the semantic analysis.

Recognizing the God’s own truth character of the semantic level and
seizing the opportunity to adapt the system at will in order to arrive at a
manageable description of Russian syntax, [ now simplify the system by
substituting formal symbols and relations for meaningful elements on the
basis of simplicity, economy and pattern congruity in the same way as I
substituted morphonemes for phonemic units in my description of the
morphology (1974). This involves three operations where semantic



distinctiveness is lost on the syntactic level, just as phonemic
distinctiveness was lost on the morphonemic level. Firstly, the meaning
of the semantic relation R in rules of the type

C -ARB

must be distributed over the elements A and B between which the relation
holds. This problem is comparable to the dissolution of joint features in
phonology (cf. Ebeling 1978: 77-79), e.g. in Polish [sf] and [tf], where
the phoneme /v/ is devoiced after /s/ and /t/ in swoj ‘one’s own’, twoj
‘your’ while /z/ and /d/ are devoiced before /f/ in sformalizowa¢ ‘to
formalize’, odformalizowa¢ ‘to un-formalize’, but not before /v/, e.g. in
zwojka ‘tortricid’, dwdjka ‘two’, where voicedness is distinctive twice.
Thus, the relation ‘" in

tulip — yellow

can be split into ‘limited’ characterizing ‘tulip’ and ‘limiting’
characterizing ‘yellow’, and the relation ¢/’ in

tulip / PL

can be split into ‘belonging to a set’ characterizing ‘tulip’ and ‘being a
set’ characterizing ‘consisting of more than a single member’. Note that
both members of the relation have the same carrier in these instances
because they refer to the same portion of the real world, which carries the
image of “yellow tulips”.

Secondly, the distribution of the (set of) features Q over two carriers
in rules of the type

P — [Q]
[Q] 5 A

can be indicated by numbering and indexing the carriers of features, e.g.
Qi+, for an element with two valences and A, for the element which fills
the second valence. A slightly different example is the reformulation of

)
=P

as Sy+1, which denotes the situation that is predicated, and P, which
denotes that P is the predicate. Thirdly, morphemes often lose (part of)
their meaning in syntactic constructions. This is the counterpart of



neutralization on the phonemic level. When distinctiveness gives way to
unification on a hocus pocus (morphonemic, syntactic) level, descriptive
categories replace units of form and meaning, e.g. in

(4) Ona ljubit tjul ‘pany zZeltymi.
(31-NSf1 So+1 I,Ubi1+2-PRESO-3SI t’ul’panz-Apz 201‘[2-1})2 ASS())

which is now the syntactic representation reflecting the semantic analysis

¥ / PRES . ASS
she = [liking]
[liked] ; tulip ~ yellow / PL

cited above. Here (3-sf) corresponds to ‘she’, (N...S...3s) to ‘X’ and ‘=’,
(’ubi-) to ‘[liking]” and ‘[liked]’, (PRES) to ¢/ PRES’, (ASS) to ‘. ASS’,
(t'ul’pan-) to ‘tulip’, (Zolt-) to ‘yellow’, (A) to *;’, (I) to *~’, and (p...p) to
‘/ PL’. These syntactic categories can have different meanings in other
instances, e.g.

(6) On upravljaet masinoj. “He drives a car.”
(31-NSI’1’11 So+1 upravl’aj1+2-PRESO-3sl maéinz-lsz ASS())

Y / PRES . ASS
he = [operating]
[operated] ; machine / SG

where the instrumental case fills a valence without any temporal
characterization, so that (I) corresponds to ;” here. Things can easily get
more complicated when verbal categories are involved, e.g.

(7) Ona poprosila ego rabotat’. “She asked him to work.”
(31-NSf1 So+1 poprosi1+2+3-PASTo-sf1 32-Asm2 rabotajz-INF3+2 ASS())

> / PAST . ASS
she = [asking]
“[asked] ; he
[asked for] ; X
"X = [working]

where the second object of [asking] is a situation where the first object
carries the feature ‘working’, so that (INF) corresponds to *; ¥’ and ‘X
=’ here (cf. Ebeling 1984: 104).



Thus, I distinguish seven levels of linguistic analysis which can be
exemplified by means of the French word for ‘water’ eau [0] as follows:

— on the phonetic level, [0] is an instance of the word in the speech flow,
— on the phonemic level, /o/ is the set of phonetic features capable of
distinguishing the word from other words,

— on the morphonemic level, <o> is the description of the form of the
word in the speech flow,

— on the morphemic level, {o} is the sign that consists of the form /o/ and
the meaning ‘o’,

— on the syntactic level, (0) is the description of the meaning of the word
in a syntactic construction,

— on the semantic level, ‘0’ is the set of semantic features which
differentiate the word from other words,

— on the pragmatic level, “0” is an object referred to by the word in a
situation.

It will be clear that the establishment of correspondence rules between
syntax and semantics is a major undertaking and remains an important
task for the future.

As an illustration of the syntactic analysis developed here I shall now
present a syntactic transcription of the same text that I used in my earlier
description of Russian phonology (1973a: 80—82) and morphology (1974:
691.). In order to simplify matters, I shall leave aspectual, lexical and
intonational categories as well as flexion classes and accent classes out of
consideration here and use a simplified notation which should be self-
evident. Categories: N(ominative), G(enitive), D(ative), A(ccusative),
I(nstrumental), L(ocative), s(ingular), p(lural), m(asculine), f(eminine),
n(euter), SH(ort adjective), COMP(arative), ADV(erbial), POSS(essive), ET, T
(demonstratives), K (interrogative, relative), IND(efinite), 1(st), 2(nd), 3(rd
person), SE (reflexive), SUCH, WHICH, TIME, PRES(ent), PAST, IMP(erative),
INF(initive), GER(und), A(ctive-)p(art)T(iciple), P(assive-)p(art)T(iciple),
NE(gation), S(entence).

[To mpuyurHaM, 0 KOTOPBIX HE BpeMs TeHEph TOBOPUTH MOJIAPOOHO, 5
JIOJKEH ObUT OCTYIUTH B JIaKEW K OJTHOMY METEPOYyPrcKOMY YHHOBHUKY,
o ¢amrnu OpiioBy. BEIIO €My OKOJIO TPUAIATH TISATH JIET, U 3BAIH €T0
['eopruem MBanbruem.

K aTomy OpiioBy IOCTYIIUJ S pajivl €ro OTIla, U3BECTHOTO
FOCYJIapCTBEHHOI'0 YEJIOBEKA, KOTOPOTO CUUTAII SI CEPhE3HBIM BParoM
CBOETO Jena. Sl paccuuThIBal, YTO, XKHUBS Y ChIHA, 10 pa3roBOpaMm,
KOTOpBIE YCIBIITY, U O OymMaraM M 3amnuckam, Kakue Oyay HaXOJIUTh Ha
CTOJIE, 51 B MOAPOOHOCTH M3Yy4y IIJIaHbl 1 HAMEPEHUS OTIIA.



OOBIKHOBEHHO YaCOB B OJIMHHAILIATh yTpa B MOEH JaKeMCKON
Tpemian 3JIeKTPUIECKUN 3BOHOK, JaBasi MHE 3HATh, YTO MPOCHYJICS OapHH.
Korga si ¢ BBIYMIIEHHBIM IJIaThEM U CalloraMy MPUXOAUI B CHAJBHIO,
['eopruii MiBanbIu cuien HENOABUKHO B IOCTEJIH, HE 3aCITAHHBIN, a
CKOp€e YTOMJIEHHBIM CHOM, U TJISIZIEN B OJITHY TOUKY, HE BBIKA3bIBasl 110
MOBOJY CBOETO MPOOYXKAEHUS HUKAKOTO yIOBOJIbCTBUS. Sl momorai eMy
OJIEBATHCS, & OH HEOXOTHO IOJIUYHHSIICS MHE, MOJIYa U HE 3aMedas MOETO
npucyTcTBus. [IoTOM, ¢ MOKPOIO OT yMBIBaHbs TOJIOBOM U MaXHYIIUN
CBEKUMHU JyXaMH, OH IIEJ B CTOJOBYIO MUTH Kode. OH CUIENT 3a CTOJIOM,
T Kope ¥ TIepeTUCThIBAII Ta3€eThl, a s ¥ ropHuyHas [lonsg moyrurensHO
CTOSIJIA Y IBEPU U CMOTpPEIIN HAa HEro. J[Ba B3pOCIIbIX YEJIOBEKA JOJIKHBI
OBLIIM C CaMbIM CEPHE3HBIM BHUMAaHUEM CMOTPETh, KaK TPETHH MbET KO(e
U TPBI3ET CyXapuKH. JTO, MO BCEH BEPOSITHOCTU, CMEIIHO U IUKO, HO S HE
BUJIEN 1Sl c€0s1 HUYEro YHU3UTEIBHOTO B TOM, YTO IPUXOJUIOCH CTOSITh
OKOJIO JIBEpHU, XOTs ObLT TAKUM K€ JBOPSIHUHOM U 0OpPa30BaHHBIM
4yeJI0BeKOM, Kak caM OpJioB.

Y MeHs Torja HauMHajaach 4axoTKa, a ¢ HEKO eIlle KOe-4To,
NnoXKaJly rnoBakHee 4axoTku. He 3Hato, moa BiausiHUEM Ji1 O0JE€3HU, WU
Ha4YMHABLICKCS NMEPEMEHBI MUPOBO33PEHNUS, KOTOPOH 5 TOrZa HE 3aMeyall,
MHOIO M30 JIHS B JICHb OBJIaJI€Bajla CTPACTHAS, pa3pakaronas Kaxaa
0OBIKHOBEHHOM, O0BIBATEILCKOM XKM3HU. MHE XOTEJIOCh TYIIEBHOTO
IIOKOSI, 3I0POBbsI, XOPOLIEr0 BO3/1YXa, CHITOCTHU. Sl CTAHOBUJICS
MeuTaTeJIeM U, KaK MeuTaTellb, He 3Hal, 4TO, COOCTBEHHO, MHE HYKHO.

(13 “Paccka3a HeusBectHoro uenoreka” A. I1. UexoBa)

Syntactic transcription

(p01+2 priéinz-Dpz 0345 WHICH5+2-Lp5 S4+6-PRES4 NEg Vrem’a6+7-Ns6 teper’6
govorig-INF7+3 pOdrObng-ADV3 1s1-N; So+1 dOliIllJrg-SHl-Sml byl-PASTo-sml
postupi;-INFg| Vi+9 lakejo-Npo Ki+19 0dnio-Dsm, peterburgsk;o-Dsm;
éinovnikm-Dslo PO10+11 familijn-DsH OI'lOVl()-DSm . So+1 byl+2-PAST()-SIl1
3,-Dsm;, Ok0101 tridcat’l-Gl p’at’l-Gl letl-Gpl io So+3 ZVaz+2-PASTy-P3 3,-
Asm, Georgij,-Is, Ivany¢,-Is; .

k1+2 ET,-Dsm, OI'lOVz-DSz So+1 postupil-PASTo-sml 1s1-N; radng 3,-
Gsm, otc;-Gs; izvestn;-Gsms gosudarstvenn;-Gsm; eloveks-Gs;
WHICHs:3-Asms Sy+p SCitaji+5.5-PAST4-sm; 1s,-N; serjozns-Isms vrags-Iss
SEl-POSS6+1-GSIl6 del6-Gs6 . 1s;-N; So+1 rasséityvaj1+2-PAST0-sm1 Ky 2iV1-
GERj U413 syng-ng POi1+4 razg0V0r4-Dp4 WHICH6+4-Ap6 S5+1 uslyéal+6-
PRESs-1s; il PO1+7 bumag7-Dp7 i7 zapisk7-Dp7 K9+7-SUCH9-Ap9 Sg+1 blldl-
Is; IlaXOdng-INFgH Nagi1g StOllo-leo 181-Nj Vi1 pOdI‘ObIlOSt,H-ApH Szﬂ
ileéilﬂz-PRESz-lSl planlz-Aplz i12 namerenijlz-Aplz 0tC13-GSl3 .

obyknovenn,-ADV, ¢as,-Gp; v+, odinnadcat’,-A, utr;-Gs; vys4 18s-
POSS4+5-Lsfy lakejsky-Lsy Soiy treS¢a;-PASTy-sm, elektricesk;-Nsm;
ZVOIlkrNSl davaj1+6+5-GER1 185-Ds znaj5+7-INF6+5 K5 S7+8 prosnug-PAST;-



SMmg-SEg baring-ng . K311-TIME3 183-N3 S344 Vyéisti4-PPT4-Isn4 platj4-Is4 i4
sapogs-Ips Sy+3 prixodiz-PAST,-smj V3.5 spal’n’s-Ass Georgij;-N; Ivany¢,-
N Sp+1 side;-PASTy-sm; NE;-podvizZn;-ADV, Vi postel’s-Lsg NE; zaspa,-
PPT;-Nsm; a, SkOI‘rCOMPrADVl utomi7+1-PPT1-Nsm1 sn;-Is; io So+1
gl’adel-PASTo-sml Vi+8 Odng-Ang tOékg-ASg NE; VYkaZYVaj1+9-GER1 POi+10
povod;o-Ds; SE|-POSS|+1-Gsny; probuzdenij;;-Gs;; NEg-Ko-SUCHy-GsSnyg
udovol’stvijo-Gse . 151-Nj Sg; pomoga,,+3-PASTo-sm; 3,-Dsm, odevayj,-
INF315-SE; a9 3,-Nsm;, NE;-0X0tn,-ADV, So+2 pOdéin,ajzﬂ-PASTo-sz-SEz
1s;-D; mol¢a,-GER; i NE, zamecaj,+4-GER, 181-POSS4.-Gsny prisutstvijy-
Gs, . potom; s;1, mokn,-Isf; ot,,3 umyvanj;-Gs; golov,-Is, 1; paxnu,-
APT;14-Nsm, SV624-Ip4 dllX4-Ip4 3,-Nsm; So+1 id1+5-PAST0-Sm1 Vi+e St010V6-
Asg pj1+7-INF5+1 kofe7-A7 . 3;-Nsm; So+1 sidel-PASTo-sml Zai1+ StOlz-ISz
So+1 Pj1+3-PASTo-sm; kofes-Aj 1p S+ perelistyvaj;4-PASTy-sm; gazets-Aps
a9 185-Ns 15 gornicns-Nss Pol’s-Ns poctitel 'ns-ADVs Sy.s stojas-PAST-Ps
Us+6 dver’s-Gsg 19 Sgis Smotres-PASTo-ps Nas.y 3;-Asm, . dv-N; vzrosl;-
Gpl é@lOVekrGSl So+1 dolinHz-SHl-pl byl-PASTo-pl S1+3 samz-Isn;
serjozns-Isn; vnimanijs-Is; smotre| 4-INFp1; K4-SUCH, tretj;-Nsm; Sy
pj1+5-PRES4-381 kofe5-A5 i4 S4+1 gI'yZl+6-PRES4-381 suxarik6-Ap6 . ET1-Nsn;
PO1+2 VS,2-DSf2 VeI'OjatIlOSt,z-DSz So+1-PRESo smesn;-SH;-sn; il dikl-SHl-snl
noy 1s3-Nj3 So+3 NE3 Videg+4-PAST0-sm3 d1,33+3 SE3-G3 NE4-K4-GSII4
unizitel’n4-Gsn4 V445 Ts-Lsns Ks S5+6 prixodi6-PAST5-sn6-SE6 StOjag-INF6+3
0k0103+7 dver’7-Gs7 X0t’a3+6 Sgi3 bY3-PASTg-Sm3 T;-SUCH3-Ism; 7es
dvor’anins-Is; 13 obrazovas-PPT;3-Ism; ¢eloveks-Is; Ko 3-SUCHy samo-Nsmyg
OI'10V9-N9 .

Ui 182'G2 T1-TIME; So+1 naéinajl-PASTo-sfl-SEl éaxotkl-Nsl o So+3 S3+1
3,-Isf} jeS€o; IND3;-K3-Nnj pozaluj, povazn;-COMP3;-ADV3 Caxotk;-Gs; .
So+1 NE; znasz-PRESo-lsl p0d2+3 Vlijanij3-183 112 bolezn’4-Gs4 1112 naéinaj5-
PASTs-APTs-Gsfs-SEs peremens-Gss mirovozzrenije-Gsg WHICHg 5-Gsg 15-
N; T;-TIME; S741 NE; zameéaj1+g-PAST7-sm1 1sy-Is; i29+10 dn,lo-Gslo Voi11
dn’;;-Asy; Ss49 ovladevajo,-PASTy-sfy strastng-Nsfy razdrazajo-APTo-Nsfy
zazdy-Nsg obyknovenn,,-Gsf}, obyvatel’sk,-Gsf}, zizn’,-Gsy, . 15,-D,
So+1 X0te1243-PASTo-sn;-SE; dusevn;-Gsm; pokoj;-Gs; zdorovjs;-Gs;
x0ro83-Gsm; vozdux;-Gs; sytost’;-Gss . 151-N; Sy stanovi;.-PASTy-sm; -
SE4 meétatel’l-lsl io K;1-SUCH; meétatel’l-Nsl So+1 NE; Zna;4»-PASTy-Smy
K3-Nnj SObStVCIlIlg-ADVg 1s1-D; Sz+3-PRESz nuZns-SH3-SN3 )
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